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Abstract

This paper incorporates limited informational perspective taking into a class of

sender-receiver games. The sender wants to distort the truth, but the receiver can

verify her message at some privately known cost. A projecting receiver exaggerates

the chance that the sender knows his type and tailors the truthfulness of her message

to his cost. Such biased second-order beliefs introduce a wedge between the actual

and perceived informativeness of the sender’s message and lead to credulity and

disbelief in equilibrium. If the conflict is neither too large nor too small, and

verification is neither too easy nor too diffi cult, persuasion is uniformly deceptive

and receivers believe too much what senders want them to believe. Comparative

statics are non-monotone and both a decrease in the conflict and an increase in

verification costs systematically boost credulity and lower receiver welfare. When

endogenizing the conflict by bringing in the seller of the asset, I show that under

unbiased beliefs, the seller’s profit is maximal with no conflict. Instead, under

projection, a commonly-known conflict allows the seller to extract maximal profit

with the receiver always being credulous on average, financial literacy backfiring,

and advice becoming toxic.

Keywords: Perspective Taking, Communication, Second-order Beliefs, Decep-

tion, Financial Literacy, Consumer Protection.



1 Introduction

Strategic advice shapes outcomes in many economic and political domains. From

financial investment and real estate purchases, to lobbying and medical choices,

lesser-informed decision makers rely on recommendations of better-informed senders.

Advice is typically disposable thus, even if there is a conflict between a sender and

a receiver, under rational Bayesian inference, it should not systematically harm re-

ceivers. Nevertheless, it is often seen as an activity that is too persuasive in that it

too often fools receivers into believing claims they should not.

For example, following the 2008 Great Recession and the subprime mortgage

crisis, many argued that predatory lending practices and the sale of toxic mortgages

were enabled by financial advice inducing overly optimistic consumer beliefs about

the benefits of their investments. Such advice is then seen as systematically bene-

fiting sellers of the asset, while hurting those buying them. While the incentive to

distort advice in most contexts is well-understood, evidence suggests that receivers

may, nevertheless, be persuaded too easily. In the context of financial advice, for

example, Bergstresser et al. (2009) show that investors buy broker-recommended

funds that deliver lower risk-adjusted returns than directly-sold funds even before

subtracting the fee charged for advice. Similar credulity has been evoked in the

context of fraudulent retail investment scandals, where those mis-selling funds, or

running Ponzi schemes, do so successfully despite the relative low cost of uncovering

fraud.1

Strategic communication fundamentally rests on informational differences and

perspective taking about these differences. A receiver’s interpretation of a sender’s

advice depends on what the receiver thinks the sender knows. In other words, it

depends on the players’beliefs about the beliefs of others. Such second-order beliefs

1For example, SEC investigations of the failure to detect the Ponzi scheme operated by Bernie
Madoff, concluded both that there was no evidence of corruption by investigators but also that
it would have been fairly easy to uncover the fraudulent scheme many years before it collapsed.
https://www.sec.gov/files/oig-509-exec-summary.pdf
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are particularly important when there is a conflict of interest between the sender

and the receiver and their incentives are not perfectly aligned.

Suppose Alice advises Bob. Even if Alice’s message to Bob has a direct literal

meaning, it asserts or denies the validity of a factual claim, or recommends a par-

ticular action, how much Bob should trust Alice’s message depends on Bob’s belief

about what Alice knows. In the presence of misaligned preferences, in equilibrium,

it is such second-order beliefs that simultaneously determine the actual informative-

ness of Alice’s message (the extent to which Alice lies to Bob), and Bob’s perception

of the actual informativeness of Alice’s message (the extent to which he thinks she

lies to her).

In standard models of strategic communication, people have unbiased beliefs

about the beliefs of others. A general feature of such Bayesian communication,

given rational beliefs, e.g., Milgrom (1981), Crawford and Sobel (1982), is that in

equilibrium the actual informativeness of the sender’s message and the receiver’s

perception thereof are the same, on average. As a result, receivers benefit from

advice and are never systematically fooled by it. Such optimal communication then

requires the players to have unbiased beliefs about the beliefs of others. In the

language of psychology, a receiver has to fully utilize his theory-of-mind capacity,

e.g., Leslie (2001), and correctly simulate how the other party thinks.

Evidence from economics and psychology shows, however, that people form sys-

tematically biased beliefs about the beliefs of others, e.g., Fischhoff (1975), Wimmer

and Perner (1983), Camerer et al. (1989), Gilovich et al. (1998), Birch and Bloom

(2007), Danz et al. (2018). Specifically, they engage in limited informational per-

spective taking by projecting their private information onto others, Madarasz (2012,

2015), exaggerating the probability that others know what they know. This paper

considers the implications of such information projection to strategic communica-

tion. Formally, I apply the notion of information projection equilibrium, Madarasz

(2015), to a class of simple sender-receiver games where an unbiased and sophisti-

cated advisor interacts with a receiver who engages in such projective thinking.
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In an environment with a commonly-known conflict and distribution of the

payoff state, information projection implies a systematic violation of the above-

mentioned key features of Bayesian communication. A sender (advisor) provides

free advice to a receiver (investor) about a statement being true or false. The sender

has an incentive to claim that the statement is true, but the investor can verify the

sender’s recommendation at a cost privately known to the investor. If he verifies,

he learns the truth, and if the sender lied, she suffers a loss.

An unbiased receiver fully adjusts his perspective. Each receiver type correctly

understands the extent to which the sender is uncertain about the receiver’s type.

In effect, also that the sender’s incentives are determined by the distribution of how

all (counterfactual) types behave. Each receiver type correctly understands that

the extent to which the sender is able to guess whether the receiver would check a

recommendation and thus her incentive to be truthful, depends not on the receiver’s

privately realized type, but on the sender’s uncertainty about the receiver’s type.

As a consequence, in equilibrium, the true informativeness of the sender’s message

and the receiver’s perception thereof are the same. There is no deception and the

receiver is never fooled on average.

A projecting receiver does not fully adjust his perspective. Instead, he exagger-

ates the chance that the sender knows his type thus the extent to which she can

tailor the truthfulness of her message to it. The receiver then always interprets the

sender’s message in a manner that is too egocentric. If his realized cost of checking

is relatively high, he is too incredulous following a positive recommendation be-

cause he overestimates the chance that the sender lies to him. If his realized cost

is relatively low, he is persuaded too easily because he underestimates the chance

that the sender lies to him. Nevertheless, I show that if the conflict between the

parties is neither too low nor too high, and checking, on average, is neither too

easy nor too diffi cult, such information projection endogenously predicts uniform

credulity. Following the sender’s advice, all receiver types are successfully deceived

(some weakly some strictly) in that each type’s ex ante expected posterior confi-
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dence in the statement being true is inflated on average. Persuasion is no longer

neutral, but leads receivers to believe what the sender wants them to believe too

much.

An exogenous assumption of receiver naiveté, in the presence of sophisticated

senders, has been considered in the literature on signalling, e.g., Kartik et al. (2007)

or Ottaviani and Indherst (2012) who consider naive clients who falsely believe that

an advisor suffers a great utility loss whenever her recommendation hurts the client.

This paper instead aims to understands systematically false inference from advice

that arises endogenously as a function of the biased beliefs about the beliefs of

others that result from limited perspective taking. In the presence of a transparent

and commonly known conflict of interest between the parties, information projection

predicts credulity, as well as its opposite, disbelief, endogenously. For a review of

other behavioral factors in communication studying limited strategic sophistication,

as opposed to limited informational perspective taking, e.g., Crawford (2003) or

Ettinger and Jehiel (2010), see Sobel (2020) who also contains a summary of the

current paper.

The analysis, however, not simply links such phenomena to a general and

portable model of social cognition, but develops comparative static predictions on

how the economic fundamentals – the conflict between the parties and the com-

plexity of the recommendation / the receiver’s financial literacy – determine the

direction and the extent to which persuasion induces such false beliefs and then

how policies that directly target these widely discussed, fundamentals may affect

receiver welfare. 2

Such comparative statics and the mechanisms leading to welfare damaging

credulity matter. Given full perspective taking, a lower conflict, a greater punish-

ment for false recommendations, shall improve the informativeness of the sender’s

message and the receiver’s welfare. Similarly, lower verification costs, e.g., reduc-

2On such policy discussions see, e.g. the UK’s Financial Conduct Authority’s Consultation
Paper 22/24 (2022).
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ing the complexity of the statement to be evaluated, or increasing the receiver’s

financial literacy, shall also lead to the same. One might then suggests that when

receivers appear credulous the same policy tools shall lead to the same effects a

fortiori.

For example, in the wake of the Great Recession many have argued that fi-

nancial education was a key policy tool in improving clients’financial choices, e.g.,

Lusardi (2013), Bernanke (2011). The 2010 Dodd-Frank Wall Street Reform and

Consumer Protection Act, also mandated the establishment of the Offi ce of Finan-

cial Education, which shall develop a strategy to improve the financial literacy of

consumers.3 Yet the overall evidence on such a channel being effective appears to

be mixed, e.g., Hastings et al. (2013), Willis (2011). While many US households

buy into fraudulent investment schemes each year, Willis (2011), as Hastings et al.

(2013) point out in the review of the evidence "of the few studies that exploit ran-

domization or natural experiments, there is at best mixed evidence that financial

education improves financial outcomes." See also, e.g., Kaiser et al. (2021) for a

survey of the empirical evidence on positive effects of financial education. Evidence

further suggests the reverse relationship in some settings. The National Association

of Securities Dealers (Investor Fraud Study Final Report, 2006) directly compared

the characteristics of those who were successfully persuaded to buy into fraudulent

investment schemes to a randomly selected pool of non-victims. They concluded

that "a major hypothesis going into the survey was that investment fraud victims

do not know as much about investing concepts as non-victims and would therefore

score lower on financial literacy questions. In fact, the study found the exact oppo-

site: investment fraud victims scored higher than non-victims on [all] eight financial

literacy questions."

In the model valuable financial literacy and a positive conflict between the par-

ties is necessary for advice to be deceptive. They allow for there to be a positive

3See Dodd-Frank Act, H.R. 4173, Title X Bureau of Consumer Financial Protection 2010,
Section 1013.
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gap between the receiver’s perception and the actual informativeness of the sender’s

message. Indeed, both when there is no conflict between the parties and when the

conflict between the parties is overwhelming, inference from advice is unbiased and

the receiver is not deceived, on average, irrespective of projection. Limited perspec-

tive taking induces credulity and allows the sender to deceiver the receiver when

there is small but moderate conflict and when there is valuable financial literacy. I

then specify suffi cient conditions under which decreasing the conflict or decreasing

the distribution of checking costs (increasing financial literacy) will always increase

credulity and lower receiver welfare.

Finally, I endogenize the conflict between the sender and the receiver, by in-

voking the producer of the asset who sets the sender’s incentives. Here, I further

show that if selling is suffi ciently profitable, advice is always deceptive and valuable

financial literacy always backfires. Specifically, in the unbiased case, the seller never

finds it optimal to induce a conflict between the sender and the receiver. Since com-

munication is neutral, a conflict only decreases the informativeness of the sender’s

advice at a pure cost to the seller. In contrast, whenever the receiver projects and

has valuable financial literacy, the seller does introduce a conflict in a way that ad-

vice induces receiver credulity on average. Valuable financial literacy backfires. As

projection becomes full, advice is always toxic in that the receiver is always better

off without advice, and decreasing the cost of verification fuels credulity lowering

the receiver’s welfare and boosting the producer’s profit.

The rest of the paper is organized as follows. Section 2 presents the setup.

Section 3 provides the analysis of the model and presents comparative static results.

Section 4 endogenizes the conflict of interest and Section 5 concludes.

2 Setup

Timing. Upon meeting the receiver (investor, patient), the sender (financial advi-

sor, doctor) privately learns whether a statement is true, {θ = 1}, or false, {θ = 0}.
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She sends a message about this to the receiver. The receiver then decides whether

to verify the message at some cost c. If he verifies, he learns the truth. Finally, the

receiver takes an action y. For notational simplicity, I assume the prior on θ to be

symmetric. None of the qualitative results depend on this prior being symmetric.

Verification. The receiver’s cost of verification is drawn from a commonly

known cdf F (c) with strictly positive density f(c) over [0,∞). Its realization is

the receiver’s private information. This cost can be interpreted as one that is

determined jointly by the complexity of the statement to be evaluated and the

receiver’s privately-known expertise of the specific problem.

A higher distribution of F , i.e., a first-order stochastic increase in F (an increase

in F , henceforth), corresponds to a higher distribution of verification costs. In

the above interpretation, it can correspond to a greater average complexity of the

problem, or to a lower distribution of the receiver’s expertise. In the context of

financial advice, one can interpret a lower F as higher financial literacy and changes

in F as changes in such financial literacy.

Investment. The receiver takes an action y ∈ [0, 1] to maximize his expected

utility. This may correspond to the fraction of resources allocated into buying

or selling an asset, promoting or blocking a policy, or the extent of compliance

with a doctor’s recommendation. To keep the analysis transparent, I assume that

the receiver’s interim optimal action equals to the posterior probability that the

proposition is true. This is captured by the standard assumption that the receiver’s

utility from investment, potentially only observed with noise, is: ur(y, θ) = −(y −

θ)2.

Conflict of Interest. The sender gets a bonus B > 0 whenever she issues

a positive recommendation of the statement being true. At the same time, if the

receiver checks and finds out that the sender lied, the sender incurs a loss (of

business, reputation, or regulatory fine) S > 0. I normalize S = 1 and interpret B

in proportional terms. The same comparative statics hold when holding B constant

and changing S−1. I then also assume that B < 1, but will return to the relaxation
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of this assumption.

Welfare. When discussing receiver welfare (welfare, henceforth), I take the

standard ex ante expected perspective: it equals the receiver’s true expected utility,

his expected utility from investment, given the true distribution of signals, minus the

potential verification cost incurred in equilibrium. I refer to the receiver’s expected

utility when acting only on his prior as the receiver’s welfare without advice.

2.1 Solution

I now incorporate limited perspective taking into this setup where the receiver

projects her private information onto the sender. Formally, I adopt information

projection equilibrium, Madarasz (2015), given a biased receiver (ρr > 0) and an

unbiased, sophisticated, sender (ρs = 0) to this sequential move game with observ-

able moves by the players. This adoption mimics the incorporation of Madarasz

(2015) into sequential bargaining in Madarasz (2021).

Specifically, the receiver assigns probability 1 − ρ to the sender’s real version

and probability ρ ∈ [0, 1) to the (fictional) projected version of the sender. The

real sender knows θ but does not know c and her beliefs are given by f(c). The

projected sender instead knows both θ and c. The sender anticipates the receivers

mistaken belief about her beliefs and such projection is then effectively common

knowledge.

Formally, given the game described above, suppose that, before the players

move, Nature first picks θ and c revealing the former only to the sender and the

latter only to the receiver. She then plays a binary leakage lottery εt ∈ {1, 0} whose

realization is observed only by the sender. This determines whether or not Nature

leaks c to the sender. The sender initially believes that Pr(εt = 1) = 0, which is the

case in reality. The receiver believes that Pr(εt = 1) = ρ. In solving the model, I

adopt perfect Bayesian equilibrium with the players now having these heterogenous

priors about Nature’s moves regarding the distribution of information in the game.

Let σk be player k’s strategy, Ik her collection of information sets, and µk her
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system of beliefs including those about the distribution of Nature’s moves. There

are information sets that the sender believes are never reached. Nevertheless, I

require the sender’s strategy to also be defined over such information sets and since

these sets are singletons, the sender must have correct degenerate beliefs there.

Finally, let Vk(σ, µk | ιk) denote k’s expected utility of the lottery induced over

terminal nodes at information set ιk given a strategy profile σ.

Definition 1 A pair µ = {µR, µS} and σ∗ = {σ∗R, σ∗S} forms a perfect equilibrium

with information projection (equilibrium, henceforth) if

1. VR(σ∗R, σ
∗
S , µR | ιR) ≥ VR(σR, σ∗S , µR | ιR) for any σR at any ιR ∈ IR,

2. VS(σ∗R, σ
∗
S , µS | ιS) ≥ VS(σ∗R, σS , µS | ιS) for any σS at any ιS ∈ IS,

3. µR is derived from Bayes’rule (whenever possible) given σ∗ and Pr(εt = 1) =

ρ,

4. µS is derived from Bayes’rule (whenever possible) given σ∗ and Pr(εt = 1) =

0.

Remark. It is not important for the analysis that in reality the sender never

observes the receiver’s type. Instead, one can generalize the above informational

setup and assume that the receiver’s information may truly leak to the sender before

she sends a message. Let α denote the true probability of such a leakage event

and suppose that the realization pf this event is the sender’s private information.4

The seller now correctly believes that Pr(εt = 1) = α while a projecting receiver

exaggerates this probability and believes that Pr(εt = 1) = (1−ρ)α+ρ. The results

presented below directly extent to the presence of such a true leakage probability.

4 If the realization of the leakage event is public, then the problem is perfectly separable across
the realizations of the leakage event and the continuation game after no leakage is isomorphic with
the baseline analysis.
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3 Analysis

I first describe the unbiased case, then turn to the case where information projection

distorts second-order beliefs.

3.1 Bayesian Case

Consider the unbiased case (ρ = 0). If the statement is true, θ = 1, the sender

always reports this (makes a positive recommendation). If the proposition is false,

θ = 0 , the sender lies about it being true with probability p0 and otherwise makes

a negative recommendation. The receiver checks a positive recommendation if and

only if her cost is lower than some c0 and never checks a negative one. Below,

Eθ[y
∗,0
c ] denotes the true ex ante expected equilibrium investment (posterior) of

type c. The receiver’s prior confidence is y.

Proposition 1 If ρ = 0, the receiver checks iff c ≤ c0(B,F ). The sender lies with

probability p0(B,F ) > 0. Both c0(B,F ) and p0(B,F ) are increasing in B and in

F . Communication is neutral, Eθ[y
∗,0
c ] = y for any c.

Neutrality. Both a greater conflict B and greater distribution of verification

costs, higher F , lead to more lying by the sender and more checking by the re-

ceiver in equilibrium. They both decrease the amount of information transmitted

in equilibrium and lower the receiver’s welfare. Communication, however, is always

neutral. The ex ante expected posterior confidence of each receiver type is the same

as the prior. This is a general consequence of the martingale property of Bayesian

updating; persuasion is purely informative and never shifts ex ante expected pos-

terior beliefs. In turn, it also follows that the receiver always (at least weakly)

benefits from advice.
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3.2 Persuasion under Projection

Consider, now, the biased case (ρ > 0). Recall that the receiver (investor) exagger-

ates the probability that the sender (advisor) knows her type, that is, how costly it

is for him to verify a recommendation. The advisor is sophisticated and while she

does not know the investor’s type, she knows that he exaggerates his transparency.

Advice is no longer neutral in equilibrium. Instead, it systematically distorts

posteriors. Specifically, it leads to two opposite mistakes: (i) credulity, whereby the

receiver overinfers from a positive recommendation and becomes too optimistic, on

average, and (ii) disbelief, or incredulity, whereby he underinfers from a positive

recommendation and becomes too pessimistic, on average. The next proposition

describes how the receiver’s type determines the direction of the systematic bias in

what he infers from advice.

Proposition 2 For any ρ > 0, equilibrium is unique. There exist 0 < cρ1 < cρ2 ≤ c
ρ
3,

with cρ1 decreasing and c
ρ
3 increasing in ρ, such that

for c < cρ1 persuasion is neutral, Eθ[y
∗,ρ
c ] = y;

for c ∈ [cρ1, c
ρ
2) credulity holds, Eθ[y

∗,ρ
c ] > y;

for c ∈ (cρ2, c
ρ
3) disbelief holds, Eθ[y

∗,ρ
c ] < y;

for c ≥ cρ3 (weak) disbelief holds, Eθ[y
∗,ρ
c ] ≤ y.

By projecting his information, the investor exaggerates the extent to which the

sender can tailor the truthfulness of her recommendation to his actual type. The

less costly it is for the investor to check the sender’s message, the less he believes

that the sender has an incentive to lie. In particular, while the investor always has a

correct belief about the probability with which the real sender lies to him, he believes

that, with probability ρ, the sender is the projected version who conditions her lying

behavior on his type. Indeed, in equilibrium this fictional projected version of the

sender is perceived to lie according to a monotone function p+(c) strictly increasing

on [cρ1, c
ρ
3].
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The investor’s equilibrium checking strategy matches these type-dependent per-

ceptions. Types for whom checking is suffi ciently cheap always check and learn the

truth. At the same time, since they overestimate the informativeness of the sender’s

message, fewer types check for sure than in the unbiased case, cρ1 decreases in ρ.

Types in [cρ1, c
ρ
2) check too little relative to their true benefit of checking. They

are too optimistic after a positive recommendation since they underestimate the

probability with which the sender lies and thus the benefit of checking. Whenever

they do not check, they are too optimistic following a positive recommendation,

and are credulous and overinvest, on average. Types above cρ2 (at least weakly)

underestimate the amount of information the sender transmits and may check too

much relative to the benefit of checking. However, when they do not check, they

are (weakly) too pessimistic. Hence, they are (weakly) incredulous and underinvest

on average.5

While credulity is always present in equilibrium, disbelief is a limited phenom-

enon. Below, I refer to the case in which all types of the investor are at least weakly

credulous, and a strictly positive measure of them are strictly credulous, as uniform

credulity.

The next proposition shows that such uniform credulity holds: (i) when the

conflict is not too small, provided B < 1 as assumed, and also when (ii) the recom-

mendation is suffi ciently costly to verify, provided F has full support as assumed.

Proposition 3 (Uniform Credulity) Suppose that ρ > 0.

1. If B ≥ B(ρ, F ), uniform credulity holds. Furthermore, B(ρ, F ) < 1, is de-

creasing in ρ, and limρ→1B(ρ, F ) = 0.

2. If F ≥fosd F (ρ,B), uniform credulity holds, and if it holds given ρ, it also

holds given any ρ′ > ρ.6

5Note that the results rely on leakage being exaggerated due to projection. If the receiver’s
cost did true leak to the sender with some true probability α, but this probability was common
knowledge, then communication would still be neutral.

6Since fosd is only a partial order, multiple such F (ρ,B) exist. Below, F (ρ,B) refers to any
such distribution.
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To provide intuition, note that as the conflict increases, the amount of infor-

mation transmitted in equilibrium decreases both when the investor is biased and

when he is unbiased, thus for any given ρ ≥ 0. Eventually, the sender decides to

always lie when θ = 0, and her advice, in reality, conveys no information. In turn,

types for whom checking is too costly, do not check, but since they are maximally

skeptical and believe that the sender always lies when the news is bad, they now

have correct beliefs.

At the same time, as long as ρ > 0, receiver types for whom checking is not a

dominated choice, still think that the sender’s message contains useful information.

This wedge between the true and the perceived informativeness of a positive recom-

mendation then implies both that such types check too little, and that they believe

too much what the sender wants them to believe. Uniform credulity follows; advice

leads to strict overinvestment from the ex ante expected perspective, Eθ,c[y
∗,ρ
c ] > y.

An increase in the degree of projection increases the set of environments where

persuasion is uniformly deceptive in this manner.

The same logic holds with respect to an increase in the distribution of verification

costs, e.g., a statement that is suffi ciently complex for most types to evaluate will

induce uniform credulity since all types for whom it is rationalizable to check, will

be credulous.

3.3 Comparative Statics and Welfare

I now turn to the comparative static predictions. In the unbiased case, ρ = 0, the ex

ante expected impact of advice on the receiver’s welfare is always positive. Further-

more, both a lower conflict and a lower distribution of verification costs (greater

financial literacy) increases information transmission and how much the receiver

benefits from advice on average. The next result describes suffi cient conditions for

the model to reverse these comparative static predictions given any ρ > 0.

Proposition 4 If ρ = 0, welfare is decreasing in B and in F . Given any ρ > 0,
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there exists B(ρ, F ) < 1 and F (ρ,B) such that

1. if B ≥ B(ρ, F ) an increase in B decreases expected investment Eθ,c[y
∗,ρ
c ] and

strictly increases welfare;

2. if F ≥fosd F (ρ,B) and B < 1
2 , an increase in F , which does not change

F ( 1−ρ
(2−ρ)2 ), decreases expected investment Eθ,c[y

∗,ρ
c ] and strictly increases wel-

fare.

Comparative Static with B. An increase in the conflict, decreases informa-

tion transmission and increases costly checking. In turn, it constitutes a negative

welfare force. If ρ > 0, there is, however, a third force. A higher conflict cautions the

receiver and reduces the overinference of, in equilibrium, credulous types. If uniform

credulity holds, then all investor types are weakly credulous. Here an increase in

B does not affect real information transmission, but decreases over-investment fol-

lowing an unchecked positive recommendation. In turn, it unambiguously increases

welfare.

The presence of uniform credulity is suffi cient, but not necessary for an increase

in the conflict to increase welfare. A higher conflict always increases checking and

effectively reduces the mistakes in the investment choices of both credulous types

and those in disbelief. It will then often lead to higher welfare even if uniform

credulity does not hold.7

Comparative static with F. Higher verification costs (higher complexity or

lower literacy) also decreases information transmission and increases the cost of

checking. If ρ > 0, there is, again, a countervailing force. Such a change decreases

the scope for credulity because, all else equal, the easier it is for a receiver type to

check, the more he believes the sender prima facie. In addition, if the conflict is

not too great, B < 1
2 , there is always suffi ciently little checking such that credulous

7To illustrate, suppose that F is such that f(c) = 2 if c ≤ 1
4
and f can be anything otherwise.

Let B = 0.24. If ρ = 0, then p0 = 0.16 and receiver welfare is −0.07. If ρ = 0.9, then pρ = 0.94,
with cρ1 = 0.07 and c

ρ
3 = 0.24, and receiver welfare is −0.23. In the unbiased case, as B increases,

receiver welfare decreases. This is not so in the biased case. When B′ ≥ 0.36, welfare in the biased
case is now always higher than −0.23; for example if B ≥ 1, it is −0.18.
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types lose less from a higher cost of checking than how much they gain from making

less biased investments. Holding the measure of types who may always check con-

stant, such types are bounded by (1− ρ)/(2− ρ)2, under uniform credulity higher

verification costs now only decrease the positive gap between the perceived and the

real amount of information transmitted.

Again, uniform credulity is only suffi cient but not necessary for higher verifica-

tion costs to increase welfare. Since lower financial literacy reduces the scope for

credulity, its positive impact can outweigh its negative impact of cheaper checking

even if uniform credulity does not hold.8

Note finally, that these comparative statics are not global. When there is no

conflict B = 0, or checking is for free for sure, F (0) → 1, a projecting receiver

always learns the truth and his welfare is maximal. While comparative statics are

monotone when ρ = 0, the above results then imply non-monotonic comparative

static predictions whenever ρ > 0.

4 Endogenous Conflict

So far, the conflict was a fixed parameter. I specified conditions where both higher

financial literacy and a greater punishment for detected lying induced more credulity

and lower receiver welfare. To refine these results, I now endogenize the conflict

by bringing in the seller of the asset. One can think of a setting where the seller

contracts with a financial advisor, or medical doctor, to provide recommendations to

investors. Whether or not the seller prefers to employ an advisor whose preferences

are aligned or are in conflict with that of the investor is now an endogenous choice

of the seller and depends on which one allows the seller to achieve greater profit.

Suppose that, before the resolution of any uncertainty, the seller of the asset

pledges to pay the advisor a bonus B ≥ 0, where I now allow for any such B, when-
8To illustrate, suppose again that B = 0.24 and ρ = 0.9. Assume that f̃ = 2 if c ≤ 10

121
, but

f̃ = 1 if c ∈ [ 10
121

, 1
4
] and F̃ can be anything otherwise. The receiver’s welfare under any such F̃ is

−0.22.
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ever the advisor issues a positive recommendation.9 The seller wants to maximize

her expected profit which is given by the receiver’s expected investment times some

markup γ > 0 minus the expected transfer to the sender:

R(ρ,B, F )− T (ρ,B, F ) = γEc,θ[y
∗,ρ
c ]− t∗(B)B,

where t∗(B) is the probability with which the sender makes a positive recommen-

dation in equilibrium. The chosen value of B is again public information.

What is the optimal bonus that a seller, who correctly understands the sender’s

and the receiver’s true behavior in equilibrium, would want to set? Let B∗(ρ, F, γ)

denote the seller-optimal choice of B.

Proposition 5 Consider any F .

1. If ρ = 0, then B∗(0, F, γ) = 0.

2. If ρ > 0, then 0 < B∗(ρ, F, γ) < 1 and Ec,θ[y
∗,ρ
c ] > y if and only if γ ≥ γ(ρ, F ),

where limρ→1 γ(ρ, F ) = 0.

In the unbiased case, the seller-optimal conflict is always zero. Here persuasion

is always neutral and a conflict only decreases equilibrium information transmission

and does so at a pure cost both to the receiver and to the seller. Under unbiased

beliefs, perfectly aligned preferences between the sender and the receiver are always

optimal for the seller.

In the biased case, ρ > 0, the seller can instead always inflate investments

by inducing a conflict. If the markup is not too low, the seller will always finds

it profitable to do so. The extent of the seller-optimal conflict depends on the

receiver’s distribution of verification costs. Advice may contain limited but valuable

information, and the overall value of advice can be both negative and positive for

9Allowing for any fixed unconditional transfer from the seller to the advisor does not change
the analysis and the seller never wants to pay for negative recommendations.
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the receiver’s welfare. Nevertheless, advice always leads to overinvestment in the

asset and it is always deceptive inducing credulity on average.10

Discussion. The analysis in Section 3 above emphasized the reversal of the

unbiased comparative static results and the presence of non-monotone comparative

statics given an exogenous conflict. A higher conflict and greater complexity of the

problem, through leading to greater skepticism for the receiver, helped close the gap

between the perceived and actual informativeness of advice. Indeed, while there was

no credulity and no deception in the absence of conflict B = 0, or the absence of a

verification cost, F (0) = 1, limited conflict and valuable expertise (literacy) of the

receiver were necessary for credulity and deception to arise in equilibrium.

To provide more detail, consider again any exogenous B, but as above, let’s

relax the assumption that B < 1. If B ≥ 1, the receiver correctly understands that

the seller has a dominant strategy to lie. Hence, irrespective of projection, advice

does not contain information, but the receiver understands this, and is never fooled

on average. Since B is defined in relative terms, this entails all the cases where

lying is ‘free’, i.e., S = 0.

Similarly, if the receiver lacks any valuable financial literacy, advice is again

uninformative, but is also not deceptive; there is no credulity on average. In partic-

ular, recall that in our setup f had full support. If, instead, checking was always

too costly for the receiver, mistaken second-order beliefs would not matter because

it would again be common knowledge that the sender has a dominant strategy to

lie. Here, however, considering an endogenous conflict qualifies the above point.

Formally, let cmax be the highest type for whom checking is rationalizable. Con-

sider any F that is concentrated on values higher than cmax, i.e., F (cmax) = 0.

It follows that for such an F , the seller-optimal conflict is zero: B∗(ρ, F, γ) = 0

given any γ and ρ. In turn, under endogenous conflict, advice is always fully re-

vealing and the receiver’s welfare is maximal. The fact that when the statement is

10Note also that the producer strictly prefers that the sender does not to commit to any disclosure
policy about θ ex ante because such a commitment would no longer allow persuasion to be deceptive.
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always too complex for the receiver to evaluate, the seller-optimal conflict is null,

implies that under endogenous conflict valuable financial literacy can only hurt the

receiver’s welfare given any ρ > 0. If the receiver projects and the conflict is endoge-

nously set, a positive chance that the receiver could gain from checking the sender’s

recommendation will always be exploited by the seller to the receiver’s detriment.

Let me then conclude with a final observation. Returning to the assumption

that f has full support, as the bias becomes full, the unbiased Bayesian result is

completely reversed. The value of advice is always strictly negative and is decreasing

in the receiver’s financial literacy.

Corollary 1 Consider any F and γ > 0 with B = B∗(ρ, F, γ).

1. If ρ = 0, the receiver’s welfare is strictly higher with advice than without

advice.

2. If ρ → 1, the receiver’s welfare is strictly lower with advice than without

advice. Furthermore, a decrease in F decreases the receiver’s welfare and

increases the seller’s profit.

In the unbiased case the value of advice is always positive. In the fully biased

case it is always negative. Furthermore, here, the seller-optimal conflict vanishes

and investment is decreasing in c globally. Hence, any decrease in F , increase in

financial literacy, lowers the receiver’s welfare and increases the seller’s profit.

5 Conclusion

This paper adopts the model of limited informational perspective taking, Madarasz

(2015), to a class of simple sender-receiver games. I show that biased beliefs about

the beliefs of others resulting from information projection lead to both credulity

and disbelief in strategic communication. In the presence of a commonly known

conflict between the players, the model provides non-monotone comparative static
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predictions on how key policy instruments, e.g., limiting the conflict in financial

advice by punishing lying more severely, or increasing financial literacy, impact

such credulity and receiver welfare. The predictions may help rationalize puzzling

empirical findings and future research can extend these results or test the mechanism

directly. The results also point to novel implications for organizational design, e.g.,

the trade-off between communication versus delegation, e.g., Dessein (2006).

More generally, the paper highlights the role of limited perspective taking and

miscalibrated second-order beliefs for strategic communication. Since communica-

tion rests on the presence of informational differences, such second-order beliefs

are potentially key in this domain. Limited perspective taking leads to an ego-

centric distortion in such beliefs which may then be important for understanding

communication beyond the setup considered in this paper. For example in contexts

where meaning emerges endogenously in equilibrium, such beliefs about the beliefs

of others could impact the possibility of meaningful communication and provide

a structured approach towards an empirically-motivated joint theory of apparent

lying aversion, deception, and miscommunication with implications to a variety of

applications.

6 Appendix

Proof of Proposition 1. Let ρ > 0. First, p+(c) must be weakly increasing.

Suppose that in contrast that for some c′′> c′, p+(c′′) < p+(c′). Then type c′′ has a

strictly lower incentive to check than type c′, hence, p+(c′′) > p+(c′) must hold; a

contradiction. Second, p+(c) must also be continuous. A jump in p+(c) at some ĉ

implies the existence of a type above ĉ who checks strictly more than ĉ, but checking

cannot strictly increase in c if p+(c) is weakly increasing. Hence, the receiver

always checks iff c < cρ1, never checks iff c > cρ3, and p+(cρ1) = 0 and p+(cρ3) = 1.

Furthermore, p+(c) is strictly increasing on [cρ1, c
ρ
3] . Hence, there exists c

ρ
2 such that

p+(cρ2) = pρ. If c ∈ (cρ1, c
ρ
2) , then Eθ[y

∗,ρ
c ] >y; if c > cρ2, then Eθ[y

∗,ρ
c ] ≤y. Finally,
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cρ3 is increasing and c
ρ
1 is decreasing in ρ. Suppose instead that ρ

′> ρ and cρ
′

3 < cρ3.

Then pρ
′
< pρ since cρ3 must increase both in p

ρ and in ρ as pρ ≤ p+(cρ3). It then

also follows that cρ
′

1 < cρ1 since c
ρ
1 is increasing in p

ρ and decreasing in ρ separately

as pρ > p+(cρ1) . Hence, p
ρ′≥ pρ; a contradiction. The logic for cρ1 is analogous.

Proof of Proposition 2. The sender’s incentive condition, for any interior pρ∈ (0, 1),

is given by:

B = F (cρ1)/(1− F (c
ρ
3) + F (c

ρ
1)) (1)

The LHS of Eq.(1) is increasing in B. Hence pρ, thus, also cρ3 and c
ρ
1, must increase

in B. Since cρ3 ≤ cmax, if B is suffi ciently high, Eq.(1) can no longer hold. Instead,

cρ2= cρ3 binds, and p
ρ= 1. It also follows that the threshold above which this is true,

B(ρ, F ), is such that B(ρ, F ) < 1 because F (cmax) < 1 by assumption. Finally, by

Proposition 7, cρ3 increases and c
ρ
1 decreases in ρ, hence, B(ρ, F ) is decreasing in ρ.

To show the existence of F (ρ,B), let’s rewrite Eq.(1) as:

B = F (cρ3)B + F (c
ρ
1)(1−B). (2)

All else constant, an increase in F in the sense of fosd decreases the RHS of

Eq.(2). Hence, cρ3 and pρ must increase in F . Since such an increase is again

bounded, there must exist F (ρ,B) such that uniform credulity holds if F >fosdF (ρ,B),

where, naturally, multiple such F (ρ,B) exist. Given Proposition 7, if B > F (cρ3)B+

F (cρ1)(1−B), the same holds given any ρ′> ρ

Proof of Proposition 3. The case of ρ = 0 is immediate. If uniform credulity

holds, cρ1= (1− ρ)/(2− ρ)
2 and cρ3= cmax. Let y

ρ
c (+) denote type c’s investment

conditional on receiving a positive recommendation and not checking. If c ∈ (cρ1, c
ρ
3),

then yρc (+)= (1 + pρ(c))
−1 where pρ(c) is:

pρ(c) =
(
1− 2c−

√
1− 4c

)
/2c. (3)
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Let E[uρr |c] be type c’s welfare given ρ. For a c ∈ [c
ρ
1, c

ρ
3], E[u

ρ
r |c] is:

B(−c)− 0.5(1−B)((1− yρc (+))
2+yρc (+)

2) = (2B − 1)(cmax−c)− cmax (4)

where I used Eq. (3) and some re-arrangements. The above expression is increasing

in B. Consider now c /∈ [cρ1, c
ρ
3]. Here, E[u

ρ
r |c] is independent of B. Hence, an

increase in B decreases investment and increases welfare.

Note that if B < 1
2 , then, Eq.(4) implies that E[u

ρ
r |c] is strictly increasing in c on

[cρ1, c
ρ
3]. Furthermore, for all c > cmax, E[u

ρ
r |c] is constant in c since those types never

check and yρc (+) =y. Hence, an increase in F which leaves F ((1− ρ)/(2− ρ)2) un-

affected shifts probability weight to types with lower investment and higher welfare

Proof of Proposition 4. Since uniform credulity holds if B ≥B(ρ, F ), there ex-

ists γ̂(ρ, F ) such that γ̂(ρ, F )[R(ρ,B(ρ, F ), F )−y] =B(ρ, F ). Hence, B∗(ρ, F, γ) > 0

anytime that γ is larger than some γ(ρ, F ). Furthermore, if B∗(ρ, F, γ) > 0, then

Ec,θ[y
ρ,∗
c ] > y must hold. Since limρ→1B(ρ, F )= 0, then limρ→1 γ(ρ, F ) = 0

Proof of Corollary 1. The case of ρ = 0 is immediate. As ρ→ 1, cρ1 → 0 and

B(ρ, F )→ 0, thus, uniform credulity always holds. Hence, B∗(ρ, F, γ) < 1
2 also

holds and E[uρr |c] is now strictly increasing for all c ≤ cmax. Since yρc (+) is now

globally decreasing in c, a decrease in F decreases receiver welfare and increases the

seller’s expected profit
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